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Abstract

Improvements in time-stepping schemes can provide substantial improvements in the throughput of
global ocean-climate models, but is challenging due to large variations in time scales in the dynamics and
spatial scales in the global, variable resolution mesh. Two funded projects aim to speed up the Model for
Prediction Across Scales-Ocean (MPAS-Ocean). The first will add a variable-timestepping formulation
to MPAS-Ocean, which is a critical step towards running efficiently on global variable-resolution meshes
with regional and coastal refinement. The second optimizes the barotropic (depth-integrated) mode,
which is currently a performance bottleneck at high core counts. The proposed compute time will be
used for extensive model validation and parameter studies for both methods.

Figure 1: The MPAS-Ocean Coastal US-Plus 8 km (CUSP8) variable-resolution mesh uses the standard
low-resolution mesh globally, but refines the grid cell size from 60 km to 8 km along the coast of North
America. The polygonal Voronoi cells vary smoothly in size, as shown in the lower panels.

Technical Description: The Energy Exascale Earth System Model (E3SM) is the DOE’s new global cou-
pled climate model, first released in 2019 [5, 2]. All components are based on variable-resolution meshes
(Figure 1), so that E3SM offers unprecedented versatility in climate modeling applications focused on par-
ticular regions and processes (Figure 2). The ocean, sea ice, and land ice components are all developed at
LANL, and are part of the Model for Prediction Across Scales (MPAS) framework. This includes a mesh
specification, decomposition of variables across processors, parallel input and output specified in a run-time
streams file, timers, and error handling. Finite volume operators were developed for Voronoi tesselations for
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Figure 2: MPAS-Ocean simulation data for surface speed of the Gulf Stream (top) and sea surface tempera-
ture (SST) gradient for the California Current (bottom). The coastal-refined regions (middle panels, within
white line) captures the fine-scale detail and variability of the global high-resolution simulation, while the
low-resolution currents are weak and under-resolved.

the shallow water equations using mimetic methods to guarantee that mass, velocity and potential vorticity
evolve in a consistent and compatible manner [8]. MPAS-Ocean solves prognostic equations for momentum,
thickness (volume), and tracers using these operators [7] and can be run using both regular and unstructured
meshes on Cartesian and spherical domains. MPAS-Ocean uses an Arbitrary Lagrangian-Eulerian (ALE)
method for the vertical coordinate [5, 6]. In includes extensive in-situ analysis capabilities such as Lagrangian
particles [9].

We propose to improve the efficiency of MPAS-Ocean with two new developments. The first is variable-
resolution time-stepping, which will be funded by the new DOE effort on Integrated Coastal Modeling (LANL
Earth System Model Development lead P. Wolfram). Currently, MPAS-Ocean uses a uniform timestep
throughout the model domain. This is a hindrance to good performance, as the global time step is controlled
by CFL condition of the smallest grid cell. It would be more efficient if low resolution regions could be run
with longer time steps, based on the local CFL criterion. Variable-resolution time-stepping schemes partition
the domain into several regions, with finer cells subcycling in time relative to larger cells. The challenge is
to ensure mass conservation and wave propagation across these boundaries. University collaborator Lili Ju
has developed an algorithm for this purpose that will be applied to MPAS-Ocean [3].

The second project is the optimization of the barotropic solver, a project funded by DOE BER through
E3SM, with PI M. Petersen and graduate student S. Bishnu. Ocean models employ a split scheme between
the 2D vertically-averaged barotropic component, and the remaining 3D baroclinic, because the barotropic
includes fast surface gravity waves. MPAS-Ocean currently uses explicit subcycling for the barotropic com-
ponent, and this project experiments with how the subcycled fields are filtered in time to produce the state
at the next large time step. The best formulation could reduce the number of subcycles by 25-30%, which is
a substantial performance gain because each subcycle requires an MPI communication for the halo update,
and this causes a performance bottleneck at high core counts.
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Figure 3: Performance versus resolution study on the LANL grizzly cluster, showing simulated years per
wall clock day (SYPD). Black dotted lines show perfect scaling. The SYPD values for 1024 processors are:
CUSP8: 2.0, CUSP12: 5.1, CUSP20: 11.7, CUSP30: 20.0, EC60to30 (low resolution): 32.5, RRS18to6 (high
resolution): 0.38. All simulations use 80 layers, except the EC60to30, which is 60 layers. CUSPX is the
Coastal US-Plus mesh shown in Figure 1, where X is the coastal grid cell size

Project Significance E3SM was initiated by DOE in 2013 to address the grand challenge of actionable
predictions of earth system variability and change, with an emphasis on the most critical scientific questions
facing the nation and DOE. Long-term science drivers include coastal flooding, sea level rise, water availabil-
ity, and changes in storm frequency and extreme weather, all of which are critical to the energy sector. The
project identified three major limitations that must be addressed to make progress on these goals: pushing
the high-resolution frontier of Earth system modeling; bridging the gap in scales and processes; and ensemble
modeling to quantify uncertainty. These goals require both higher fidelity modeling and higher computa-
tional throughput in the regions of interest. The strategy set forth for E3SM is a coupled climate model
where all components are variable-resolution and optimized for high performance computing platforms.

The first set of E3SM simulations were based on meshes with modest variations in resolution, with grid
cell size varying smoothly in latitude by a factor of two or three globally [4, 2]. We are now pushing towards
more strongly varied meshes, with a factor of ten or more, but are limited by the performance issues described
above.

HPC Parallel Computing Details: MPAS-Ocean development began at LANL in 2010 by PI Petersen
and others, and was designed from the beginning for high performance computing platforms using both MPI
and OpenMP. Low-resolution meshes scale well to thousands of cores (Figure 3), and high-resolution scales
well to 50 thousand cores (tested on edison at NERSC). LANL IC has been an integral resource for MPAS
component development. We use standard libraries including netcdf, pnetcdf, and parallel-io (PIO). All i/o is
parallelized to take advantage of the distributed file system. MPAS-Ocean and MPAS-sea ice have extensive
tools for mesh and initial condition generation [1], nightly regression testing, post-processing analysis and
visualization. E3SM1 and MPAS-Ocean2 are open development projects, to facilitate collaboration with
DOE and University partners.

E3SM is a large collaborative effort amongst 85 DOE employees across eight laboratories, with 15 staff
members at LANL as well as post-docs and students. E3SM has large allocations at NERSC, ALCF, and
OLCF for full coupled climate simulations. We request allocations on LANL IC for smaller development

1https://e3sm.org and https://github.com/E3SM-Project/E3SM
2https://github.com/MPAS-Dev/MPAS-Model
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Figure 4: Simulation plan. Measured simulated years per day (SYPD) are for stand-alone ocean model
without i/o. Total estimate SYPD is doubled to include i/o, sea ice, and coupled climate components.

projects and parameter studies, and for the convenience of working with post-docs and students at LANL.

Requested Resources: Extensive verification and validation is required for changes to fundamental al-
gorithms, such as those proposed here to improve the efficiency of time-stepping. Model domains progress
in complexity from simple idealized conditions that test particular physical behavior to full global domains
that span from low to high resolution. This ensures that developers can verify against exact solutions and
produce convergence tests in simple domains, but still validate against observational data at a range of global
resolutions.

The proposed simulations in Figure 4 will be sufficient for these purposes. Throughput totals to 2M CPU
hours per year, and is computed based on 1024 cores on grizzly, tested with the MPAS-Ocean code base in
June of 2019. The table includes the estimated number and length of simulations for each domain, to give
sufficient compute time for thorough validation and parameter sensitivity studies. Simulation output will be
kept temporarily on the scratch space, and a subset will be archived for longer-term use.

Conclusion: We propose a total two-year allocation of 4M core-hrs on Badger and Grizzly for the project,
allocated as 2M core-hrs each year. Campaign Storage is needed for input data sets totaling 1 TB. Archive
Storage needs total 50 TB, with a maximum of 50 TB storage needed on the scratch system at any time.
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